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a b s t r a c t

In a wireless sensor network, a subset of sensor nodes provides a barrier-coverage over an

area of interest if the sensor nodes are dividing the area into two regions such that any object

moving from one region to another is guaranteed to be detected by a sensor node. Recently,

Kumar et al. introduced scheduling algorithms for the maximum lifetime barrier-coverage

problem. The algorithms achieved the optimal lifetime by identifying a collection of disjoint

subsets of nodes such that each subset in the collection can provide barrier-coverage over the

area, and by activating each subset in turn. This introduces a new security problem of these

scheduling algorithms called barrier-breach. We show there could be a way to penetrate the

area protected by barrier-covers when one barrier-cover is replaced by another. To deal with

this issue, we propose three different remedies for the algorithms. In addition, we compare

the performance of the three approaches against an upper bound via extensive simulation

and make a discussion on the results.

© 2015 Elsevier B.V. All rights reserved.
1. Introduction

Wireless sensor network (WSN) is regarded as a decent net-

work technology for a wide range of important applications

such as battlefield surveillance, intrusion detection, environ-

mental monitoring, etc. A WSN is composed of a large num-

ber of sensor nodes. Each sensor node is equipped with a

sensing device, a computing unit, a wireless transceiver and
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a limited energy source such as a battery. A sensor node can

monitor specific phenomenon using the embedded sensing

device and forward the data toward a base station [10,11]. In

the literature, the coverage provided by a WSN is largely clas-

sified into two categories: full-coverage and partial-coverage.

A WSN is supporting full-coverage over a target area only if

any event happening in the area at any moment is guaran-

teed to be detected by the WSN [1,3,12–15]. In contrast, a

WSN providing partial-coverage may miss some event in an

area of interest [2,16–18].

In the literature, a subset of sensor nodes provides barrier-

coverage over an area of interest if the sensor nodes are di-

viding the area into two regions such that any object mov-

ing from one region to anther is guaranteed to be detected

by a sensor node. As a result, barrier-coverage can be con-

sidered as a special case of partial-coverage. There are many
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Fig. 1. Illustration of full-coverage and barrier-coverage.

references.
important applications of barrier-coverage such as intrusion

detection, and thus it has attracted lots of attentions recently

[5–9,19,22–24]. In the rest of this paper, we call a set of sen-

sor nodes providing barrier-coverage over an area simply as

a barrier-cover of wireless sensors. Fig. 1 illustrates an example

of both full-coverage and barrier-coverage.

When it is compared with full-coverage model, barrier-

coverage model requires much fewer sensors and thus costs

less. Hence, this coverage model has been known to be an

attractive approach for various applications such as intrusion

detection in which the full-coverage model is somehow ex-

cessive. Kumar et al. also introduced the k-barrier-coverage

model as a security enhanced model of barrier-coverage. A

sensor network provides k-barrier-coverage over an area,

where k ≥ 1 is a given security parameter if any attempt to

cross an area covered by the sensor network is guaranteed

to be detected by at least k distinct sensors.

In many application scenarios, WSNs are randomly but

densely deployed over an area of interest to ensure connec-

tivity. Consequently, it is highly likely that the same target

is covered by more than one sensor node simultaneously.

Frequently, such a redundancy is appropriately exploited to

maximize the lifetime of the sensor networks. For example,

if several sensor nodes cover the same target, one can find a

sleep-wakeup schedule of the nodes and operate the nodes

one by one to maximize the time to cover the target. Clearly,

in this way, the total time to cover the target can be ex-

tended much longer than the case where all of the sensors are

used concurrently. The problem of finding the optimal sleep-

wakeup schedule is NP-hard for full-coverage model even if

all sensors have equal lifetime. Recently, Kumar et al. [23]

have shown that the sleep-wakeup problem for k-barrier-

coverage sensor networks is solvable by developing two poly-

nomial time optimal sleep-wakeup algorithms, Stint and Pra-

hari. The Stint considers the case when the remaining battery

level of each sensor is same. On the other hand, Prahari de-
liberates on the harder case in which each sensor may have

different remaining battery levels.

In this paper, we introduce a new security problem which

exists in the sleep-wakeup scheduling algorithms for the

maximum lifetime k-barrier-cover of wireless sensors by

Kumar et al. To simplify our discussion, we set a security

parameter k to 1 and show when a barrier-cover of wireless

sensor is replaced with another, the barrier-covers can be

useless by one or more locations, namely barrier-breaches,

which can be exploited by a trespasser to intrude without

being detected. Then, we propose three algorithms which

can be used to eliminate barrier-breaches from a sleep-

wakeup schedule produced by Stint and Prahari. The first one

is applied on the output of the algorithms and the second

and third one are applied to the input of the algorithms. At

last, we compare the performance of the three approaches

against the theoretical upper bound via extensive simulation

and analyze the results.

Furthermore, as an extension of [4], we can summarize

additional contributions as follows. Firstly, we newly pro-

posed the third algorithm referred as Algorithm 3. Different

from previous two algorithms which we considered in [4],

the Algorithm 3 focuses on the quality of residual graph by

checking the maximum flow value of the residual graph. So,

it finally finds the maximum number of node-disjoint paths,

which is the maximum number of non-penetrable barriers.

Secondly, we implemented Stint and three different algo-

rithms through extensive simulations and various scenarios.

Then, we have compared their performances and have shown

that the newly proposed Algorithm 3 outperforms other al-

gorithms which we considered in [4]. To show the results,

we created all related figure graphs and discussed the re-

sults in the new section. Thirdly, we formally defined the in-

troduced problem and enhanced a structure of the paper as

well as related studies by considering additional parts and
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The rest of this paper is organized as follows. Section 2

reviews the related work. In Section 3, we study important

preliminaries and introduce the concept of barrier-breach, a

new security issue of barrier-covers of wireless sensors. We

show how Stint, an optimal scheduling algorithm for maxi-

mizing lifetime barrier-coverage in wireless sensor network

by Kumar et al. [23], suffers from barrier-breaches. Then,

Section 5 describes our three approaches to solve this issue.

In Section 6, we thoroughly analyze the performance of the

proposed approaches via extensive simulations. We also dis-

cuss how our algorithms can be used to solve this problem in

Prahari. Finally, we conclude this paper in Section 7.

2. Related works

In the literature, the problem of computing optimal sleep-

wakeup schedule of wireless sensors is also known as the

maximum lifetime coverage problem. Based on the survey

by Cardei and Wu [29], traditional maximum lifetime cov-

erage problems can be classified into three types; area cov-

erage problems [30,31], point (or target) coverage problems

[32,33], and minimum breach coverage problems [34]. Ini-

tially, the maximum lifetime coverage problem is modeled

as a problem of computing the maximum number of disjoint

subsets of sensors such that each subset covers the targets

or areas successfully. Since the abstracted problem is NP-

hard, many approximation algorithms have been proposed.

Later, Cardei et al. [14] have shown that there can be a bet-

ter scheduling of nodes if we do not enforce the subsets to be

disjoint.

A barrier-cover of wireless sensors is a set of sensors lo-

cated between two sides (e.g. top and bottom) such that an

object moving from one side to the other side (from top

to bottom or from bottom to top) has to be detected by at

least one sensor. The barrier-coverage is uniquely different

from the traditional sensor coverage since it does not cover

whole area or all targets. The notion of barrier-coverage was

firstly introduced by Gage [28] in the context of robotic sen-

sors. In [19], Kumar et al. introduced the notion of k-barrier-

coverage, which is a generalization of barrier-coverage in a

sense that an intruder is guaranteed to be detected by at least

k different sensors while moving from one side to the other

side. They also defined weak and strong barrier-coverage in

a belt region and represented efficient algorithms and opti-

mal deployment pattern to require k-barrier-coverage when

sensors are deployed deterministically. In addition, they de-

rived critical conditions for weak barrier-coverage with high

probability. In [20], Liu et al. provided the critical conditions

for strong barrier-coverage in a strip region and proposed an

efficient distributed algorithm to form barriers on long strip

region without any constraint on the movement pattern of

an intruder to cross the region.

In [23], Kumar et al. studied a sleep-wakeup scheduling

problem for k-barrier-cover of wireless sensors, whose goal

is to prolong the time to protect an area of interest using a

series of alternating barrier-covers. They proposed polyno-

mial time centralized algorithms for the problems, which im-

plies that an optimal sleep-wakeup schedule for k-barrier-

coverage of sensors can be obtained within polynomial time

unlike the traditional coverage problems. Later, Ban et al.

presented a distributed algorithm for this problem which is
with low communication overhead and computation cost,

and thus is appropriate for larger scale sensor networks [35].

Different from previous global barrier coverage, Chen et al.

proposed the concept of local barrier which guarantees the

detection of intruder whose trajectory is limited to a slice of

the belt area [21]. To maximize the lifetime of local barrier-

coverage, they also developed a sleep-wakeup algorithm for

this problem.

3. Preliminaries

In this section, we review Stint and Prahari, which are pro-

posed by [23] and sleep-wakeup scheduling algorithms for

k-barrier-coverage. To simplify our discussion, we set k to 1

and introduce a new security problem in barrier-coverage,

namely barrier-breaches. Then, we describe how barrier-

breaches occur when Stint and Prahari are implemented.

In [23], Kumar et al. proved that Stint is an optimal sleep-

wakeup algorithm for k-barrier coverage when an energy

level of each node is equal. Because of its gravity in our dis-

cussion, we firstly describe it in detail in this section. Largely,

Stint is composed of the following three steps.

• Step 1: Generate a coverage graph G with a sensor net-

work with n sensor nodes and sensor node’s sensing

range r in the target region as well as s and t which are

corresponding to the left and right boundary of the re-

gion, respectively. There is an edge between two sensor

nodes in G if their sensing ranges are overlapping. A node

is connected to s (and t) in G if its sensing range is touch-

ing left border (or right border).

• Step 2: G is transformed into G′ such that each vertex u ∈
V(G) is split into two vertices uin and uout, and there exist

directional edges: incoming edge and outgoing edge.

• Step 3: From G′, compute a max-flow value m from s and

t is computed by using a max-flow algorithm. Note that

s and t can be included in each path. Also, the max-flow

value m is used to identify m node-disjoint paths. It fol-

lows that the max-flow value m is equivalent to the maxi-

mum number of node-disjoint paths from s to t. Now, the

subset of nodes in each node-disjoint path can provide

barrier-coverage over the region.

Now, we describe more details of the three steps of Stint,

whose goal is to find maximum number of barrier-covers. Let

us assume that the sensing range r of each sensor is equal and

also assume the sensing range is set to 1.

Step 1. From a given set N of nodes and a sensor’s sens-

ing range r (Fig. 2(a)), Stint creates a coverage graph G =
(V(G), E(G)) (Fig. 2(b)) as follows:

(i) set V(G) ← N,

(ii) for each u, v ∈ V(G), there exists an edge, (u, v) ∈
E(G), only if the distance between u and v is at most 2

(i.e. their sensing range is overlapping). If the distance

between u and v is greater than 2, their sensing range

would no overlap and there does exist no edge from u

and v. Also, the case, the distance between u and v is

2 at the maximum, would not allow for any uncovered

space along the path of the closest distance between u

and v.
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Fig. 2. This figure illustrates how Kumar et al.’s sleep-wakeup algorithm (Stint) for barrier-covers of sensor nodes with the same remaining energy-level works

[23]. (a) illustrates a set N of nodes. (b) illustrates a coverage graph G induced from N. (c) illustrates an induced graph G′ from G. A max-flow value over G′ is

equivalent to the number of node-disjoint paths in G′ .
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Fig. 3. In the final step of Stint, the output of a max-flow algorithm on a

coverage graph G is used to produce a m different barrier-covers. The covers

are activated from the one nearest to the intruder (i.e. B1 → ��� → B7).

Fig. 4. These figures illustrate two different cases (x → g2 → y and x → g1

→ y) in each of which an intruder can move along two alternating barrier-

covers without being detected even though each of the barrier-cover is

flawless.
(iii) add virtual source node s and destination node t that

are located at two opposite sides of the target region T,

and

(iv) for each u ∈ V(G), (u, s) ∈ E(G), only if the distance

between u to the left border of T is no greater than 1.

Similarly, an additional edge (u, t) exists as (u, t) ∈
E(G) only if the distance between u to the right bor-

der of T is no greater than 1.

Step 2. G is transformed into G′ (Fig. 2(c)) such that

each vertex u ∈ V(G) is split into two vertices uin and uout,

and there exists a directional edge, uin → uout. For each in-

coming edge from w to u in G, there is a directional edge

from wout to uin in G′. Likewise, there is a directional edge

from uout to win in G′ for each outgoing edge from u to w

in G.

Step 3. Then, the max-flow algorithm such as Edmonds–

Karp algorithm [25] is applied to G′ to search for the max-

flow value m from s to t. The max-flow value m achieved in

the previous step is used to identify m node-disjoint paths

from s to t in G. Here, we say two paths are said to be node-

disjoint only if they do not have any common node in the two

paths between s and t (still can have s and t). It follows that

the value of the max-flow is equal to the maximum num-

ber of node-disjoint paths from s to t in G. The set of nodes

in each path among m node-disjoint paths forms one legiti-

mate barrier-cover. The algorithm then alternatively employs

the set of nodes in each barrier-cover as shown in Fig. 3. Note
that in this figure, we operate the barrier-covers Bi in the in-

creasing order of i, no intruder can penetrate the region until

all of the barriers are expired.

4. Barrier-breach among alternating barrier-covers

In this section, we introduce a new security problem

in Kumar et al.’s sleep-wakeup scheduling algorithms for

maximum lifetime barrier-coverage problem. We first in-

troduce definitions of potential-breach-points and barrier-

breach and later show how their two algorithms, Stint and

Prahari, suffer from this issue.

4.1. Barrier-breach among alternating barrier-covers of

wireless sensors

For easier understanding of the readers, we use Fig. 4 for

our discussion. Suppose an intruder penetrates from x to y

and all sensor nodes a, b, c, d, and e have equivalent life-

time of one time unit. If we form a single barrier-cover with

all of the available sensor nodes {a, b, c, d, e}, we can ob-

tain one legitimate barrier-cover. Alternatively, we can derive

two barrier-covers, i.e. two disjoint subsets, B1 = {a, c, e} and

B2 = {b, d}. Note that each of the subset can form a legitimate

barrier-cover.

If we turn on all sensors {a, b, c, d, e} simultaneously, then

we can protect y from an intruder at x only for one time unit.

On the other hand, if we use B1 and B2 alternatively, there will

be a barrier-cover of wireless sensors splitting x and y during
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Fig. 5. In this figure, g1 and g2 are two potential-breach-points which occurs

barrier-breach between two barrier-covers, B1 = {a, c, e} and B2 = {b, d}.
two time unit. While this seems nicer, but this strategy can

suffer from the following problem, in which an intruder may

trespass into y without being detected with two time unit.

There are the following two cases.

Case 1. Suppose that we utilize B1 first. Then, the intruder

can move from x to g2 without being detected (Fig. 4(b)). Af-

ter the sensors in B1 are exhausted and those in B2 are ac-

tivated, it is possible that the intruder move from g2 to y

(Fig. 4(c)).

Case 2. Suppose that we schedule B2 first. Then, the

intruder can move from x to g1 without being detected

(Fig. 4(c)). After the sensors in B2 are exhausted and those

in B1 are activated, the intruder can move from g1 to y

(Fig. 4(b)).

From this observation, we can conclude that if we alterna-

tively utilize two barrier-covers which commonly cover some

area, there may exist a sequence of movements, e.g. x → g2

→ y in Case 1 above, if there exists some locations like g1

and g2 that an intruder can exploit to trespass without being

detected.

Definition 1 (potential-breach-points). A location gi (such as

g1 and g2 in Fig. 5) in a Euclidean space is called a “potential-

breach-points” between two alternating barrier-covers B1

and B2 which are observing any intruder trying to move from

a position x to another position y if

(i) x is outside the sensing range of B1 and B2,

(ii) one of the barrier-covers cannot detect an intruder

moving from its previous location to gi, and

(iii) the other barrier-cover cannot detect an intruder mov-

ing from gi to anther location y.

Note that this definition can be easily extended among

more than two alternating barrier-covers.

Definition 2 (barrier-breach). A “barrier-breach” is an activ-

ity that current barriers is to be broken due to potential-

breach-points. So, after “barrier-breach”, any moving object

or intruder can pass through from a position x to another po-

sition y without any detection by sensors.

Definition 3 (non-penetrable barrier-coverage). A set

of barrier-covers with corresponding schedule forms a

non-penetrable barrier-coverage of sensors only if there

are no potential-breach-points between any two alter-

nating barrier-covers in the set. The “non-penetrable
barrier-coverage” is equivalent to the “non-crossing barrier-

coverage”.

Definition 4 (crossing barrier-covers). Two barrier-covers B1

and B2 are crossing with each other if there are two nodes v1,

v2 ∈ B1 and u1, u2 ∈ B2 such that the line connecting v1 and

v2 is crossing with the line connecting u1 and u2, where v1

and v2 are neighbors and also u1, u2 are neighbors.

Definition 5 (planar graph). A graph in 2D Euclidean space

is a planar graph if the graph has no two edges crossing with

each other.

Theorem 1. There exists a schedule in Stint for a set of barrier-

covers which does not allow any barrier-breach between any

pair of barrier-covers if no two barrier-covers in the set are

crossing each other or a G induced from a set N of sensors by

Step 1 of Stint is a planar graph.

Proof. Suppose we have an area of interest T and an intruder

moves from the top side x to the bottom side y as like Fig 4.

Also, suppose we have a set of noncrossing barrier-covers,

B1, B2, . . . , Bl , which are sorted in the increasing order of

their distance toward x (i.e. Fig. 3). Now, suppose we utilize

the barrier-covers in this order, but there is a barrier-breach.

Then, there should be some Bi and potential-breach-points p

located above the sensing range of all nodes in Bi such that

when Bi is turned off and Bi+1 is turned on, an intruder at p

is lower than the sensing range of a node in Bi+1. However,

this is contradicting to our assumption that Bi and Bi+1 are

non-crossing and Bi is nearer to x than Bi+1. As a result, there

is no such p, and this lemma is true. �

Definition 6 (MaxLNB). Given a set of wireless sensor

nodes deployed over an area T, the maximum lifetime non-

penetrable barrier-coverage (MaxLNB) problem is to find the

sleep-wakeup schedule of nodes such that the time to contin-

uously provide a barrier-cover over T without suffering from

the barrier-breach problem is maximized.

4.2. The barrier-breach problem in Stint

By Theorem 1, if it is guaranteed that Stint generates a set

of barrier-covers that does not cross with each other, Stint

would not have any barrier-breach. However, Stint does not

provide any guarantee that no two barrier-covers overlap

with each other. In detail, suppose we have a square area T of

interest with a set of sensor nodes N = {a, b, c, d, e} as Fig. 5.

Assume that an intruder moves from top to bottom only

over square area T. The initial step of Stint is to transform

a new graph G = (V, E) from T and N as we mentioned it in

Section 4.1. We can simply derive G shown in Fig. 5(b) from

Fig. 5(a). The second step of Stint is to apply a max-flow algo-

rithm such as Edmonds–Karp algorithm for G′ derived from

G which has been described in Section 4.1. As a final step

in Stint, the max-flow value m by Edmonds–Karp algorithm

can be considered as m node-disjoint paths from source s

to t. That is, the nodes in one node-disjoint path among m

paths build up a barrier-cover. In [23], they have shown that

the max-flow value m over G′ is equivalent to the maximum

time m which a set of sensors with the same remaining

energy level is able to form barrier-covers in given area T.

Absolutely, it must be true if the issue is considered without
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Fig. 6. This figure illustrates that the problem of computing the maximum

number of non-crossing paths can be converted into the maximum inde-

pendent set problem, which is NP-hard. (a) is an example of crossing barrier-

covers after Stint. As it can be seen from (a), some barrier-covers are crossing

with each other while some others are not crossing. Then, finding the max-

imum number of non-crossing paths is equivalent to finding the maximum

independent set. (b) is an example to compute the maximum independent

set. Then, (a) can be transformed into the graph in (b).
barrier-breaches. But, during m units of time, their solution

may not result in a non-penetrable barrier-coverage. For

example, if the max-flow value is two where a max-flow

algorithm is applied to G′, then there are two node-disjoint

paths, namely, P1 and P2, respectively. If P1 and P2 cross with

each other, we can verify that there exist some potential-

breach-points such as g1 and g2 in Fig. 5(a). Note that we can

choose only P1 and P2 even if we consider two node-disjoint

paths. Accordingly, even though it is impossible to construct

a non-penetrable barrier-coverage over T during two units of

time, it maintains only for one unit of time. After all, either

P1 or P2 should be chosen in order to remove the potential-

breach-points. In essence, this problem happens because the

max-flow algorithm cannot assure that two node-disjoint

barrier-covers would not cross with each other whatever the

activation schedule of the covers Stint generates.

Still, this is a very significant issue considering the appli-

cations of barrier-coverage model such as an intrusion detec-

tion in WSN. Let us assume that there is a system that still

remains secure even though an intruder knows all informa-

tion including sleep-wakeup scheduling algorithms and loca-

tions of sensor nodes. Then, we may conclude such a system

is truly secure. But, it is a very strong assumption (and too

optimistic) that the attacker does not have any knowledge

about those.

4.3. The barrier-breach problem in Prahari

Now, we discuss how Prahari suffers from the barrier-

breach problem. We note the major difference between Stint

and Prahari is that Prahari assumes the remaining energy

level of each node can be different. Whereas Stint creates a

coverage graph G with uniform link capacity from a given

network, Prahari generates a coverage graph GL with non-

uniform link capacity. Except the difference, both Stint and

Prahari execute same procedures as follows: (i) applying a

max-flow algorithm, (ii) searching for the maximum number

of independent paths, (iii) verifying the maximum number of

barrier-covers from the computed max-flow. Based on these

properties, we argue that if there are any two crossing paths

among the found maximum number of independent paths,

Prahari also may suffer from the barrier-breach problem as

Stint does.

5. Three approaches to extend the lifetime of

non-penetrable barrier-cover of sensors

In this section, we introduce three different approaches to

provide barrier-coverage without suffering from the barrier-

breach problem. To make our discussion easier, we first dis-

cuss how the approaches can be used to deal with the barrier-

breach problem in the output of Stint. Later, we also discuss

how to handle the problem in the output of Prahari.

5.1. Greedy-Cover-Eraser: first approach for barrier-breach

problem

By Theorem 1, there exists a schedule of multiple barrier-

covers if no two covers overlap with each other. How-

ever, Stint produces an output, a set of barrier-covers which

can cross with each other. Therefore, one can eliminate all
potential-breach-points by not using some of the barrier-

covered produced by Stint. Suppose we have a set of barrier-

covers after executing Stint. Then, some covers are crossing

with each other while some others are not (see Fig. 6(a)).

Then, a new graph G = (V, E) from the barrier-covers is con-

structed as follows (Fig. 6(b)).

(i) For each barrier-cover u, add a corresponding vertex

to V.

(ii) For each pair of barrier-covers such that u and v cross

with each other, add an edge (u, v) to E.

In this way, the problem of computing the maximum

number of non-crossing barrier-covers (Fig. 6(a)) is con-

verted into the problem of finding the maximum number

of nodes in G such that they are not adjacent with each

other (Fig. 6(b)). It is noteworthy that the transformed prob-

lem is equivalent to the maximum independent set (MIS)

problem which is NP-hard. Therefore, we can find an ap-

proximate solution of this problem by exploiting an ex-

isting approximation algorithm for the MIS problem such

as the O(|n|/(log |n|)2)-approximation by Boppana and Hall-

dorsson [26], where n is the number of sensors. And the

greedy in Halldorsson and Radhakrishnan [27] is borrowed.

Algorithm 1 is the pseudocode of this first approach, namely

Greedy-Cover-Eraser.

5.2. Greedy-Edge-Eraser: second approach for barrier-breach

problem

In this section, we introduce our second approach to deal

with the barrier-breach problem.

Theorem 2. Consider a coverage graph G in Stint. Then, there

exists a subgraph Gp of G such that Gp is a planar graph and the

optimal lifetime of non-penetrable barrier-coverage of a set N of

sensors in G is equivalent to the max-flow value m in Gp.

Proof. Suppose if we find an optimal lifetime non-

penetrable barrier-cover of N. Then, by Theorem 1, the



302 D. Kim et al. / Ad Hoc Networks 36 (2016) 296–307

Fig. 7. Comparison of non-crossing barriers for different radius by Stint and three different approaches in 100 × 100 region.

Algorithm 1 Greedy-Cover-Eraser (N, T).

1: Set max-flow value m ← 0 and barrier-covers set B ← ∅.

2: Apply Stint with N as the input and obtain the set B of m

node-disjoint barrier-covers.

3: Induce a new graph G = (V, E) such that V ← x for each

barrier-cover x ∈ B and E ← (x, y) for each pair of barrier-

covers x, y ∈ B which are crossing with each other.

4: Set non-crossing barrier-cover set O ← ∅.

5: while V 	= ∅ do

6: For each node v in G = (V, E), compute the degree of v
in G, deg(v), which is equivalent to the number of edges

ending at v. Also, compute the set of neighbors of v, Ne(v).

7: Find v from V such that v = arg min
u∈V

deg(u). v and any

edge neighboring to v is also removed from E. Then, set

G ← G \ {v ∪ Ne(v)}.

8: Set O ← O ∪ {v}.

9: end while

10: Return O and m′ = |O|.
non-penetrable barrier-cover can be split into a set of m

node-disjoint paths. By the definition of the non-penetrable

barrier-cover, the paths are non-overlapping with each other,

and thus the union of them should be a planar graph. There-

fore, this theorem is true. �
Since the integer linear programming is NP-hard, it is un-

likely for us to obtain an optimal solution for it within a

polynomial time. Thus, we will use the following theorem to

tackle such a high complexity.

Theorem 3. Consider G induced from N by Stint. Then, there

exists a planar graph Gp, which is a subgraph of G such that

the max-flow algorithm can compute an optimal lifetime non-

penetrable barrier-cover of N.

Proof. This is true by Theorems 1 and 2. �

By Theorem 3, the rest of our job is to find such a subgraph

Gp from a given G by removing subset of crossing edges. For

this purpose, we iteratively select an edge which is crossing

the maximum number of the other edges and remove the

chosen edge from Gp until no two edges are crossing with

each other. Then, the resulting graph will be a planar sub-

graph Gp of G. Now, replace Gp with G in Step 1 of Stint. By

Theorem 1, Stint will produce a feasible solution to our prob-

lem. Algorithm 2 is the pseudocode of this greedy approach.

5.3. MaxFlow-Edge-Eraser: third approach for barrier-breach

problem

In this section, we introduce another way to deal with the

barrier-breach problem. In Algorithm 2, we introduce a way

to induce a planar graph Gp from G such that an output of
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Fig. 8. Comparison of non-crossing barriers for different number of sensors by Stint and three different approaches in 100 × 100 region.

Algorithm 2 Greedy-Edge-Eraser (N, T).

1: With N and r as inputs, apply the first step of Stint (on

Pages 6, 7, 8) and obtain coverage graph G = (V(G), E(G)).

2: Set Gp ← G.

3: while there is no two edges in Gp crossing with each

other do

4: Find an edge emax ∈ E(Gp) such that emax is an edge

crossing with the maximum number of other edges in Gp.

5: Set E(Gp) ← E(Gp) \ {emax}.

6: end while

7: Now, Gp is a planar graph. Apply the rest of the steps of

Stint with Gp and obtain a set O of node disjoint non-

crossing covers.

8: Return O and m′ = |O|.
Stint over the planar graph is free from the barrier-breach

problem. However, this strategy can may result in a set of

barrier-covers with significantly smaller size, i.e. the number

of available covers could be much smaller. This is mainly due

to the fact that when a greedy strategy is applied to eliminate

one of two crossing edges and try to build a planar graph Gp,

we do not consider the global effect of such an edge elimina-

tion. That is, when we have multiple candidates to eliminate,

we better remove one of them such that the maximum flow
of residual graph without that edge to be eliminated is max-

imized. For this purpose, we modified Algorithm 2 and then

introduce another approach, MaxFlow-Edge-Eraser.

Similar to Greedy-Edge-Eraser, MaxFlow-Edge-Eraser

also computes a planar subgraph Gp from an induced cov-

erage graph G via Step 1 of Stint. The major difference be-

tween MaxFlow-Edge-Eraser and Greedy-Edge-Eraser is that

while Greedy-Edge-Eraser is repeatedly removing an edge

which is crossing with the most number of the other edges

and focuses on the construction of a planar subgraph itself,

MaxFlow-Edge-Eraser is also focusing on the quality of resid-

ual graph by checking the maximum flow value of the resid-

ual graph. Algorithm 3 is the formal definition of MaxFlow-

Edge-Eraser.

5.4. Adoption of our three approaches to Prahari

So far, we applied our three approaches to Stint. Simi-

larly, we can apply our three approaches to Prahari. Note that

the major difference between Stint and Prahari is that Pra-

hari assumes the remain energy level of each node can be

different. That is, although Stint generates a coverage graph

G with uniform link capacity from a given network, Pra-

hari forms a coverage graph GL with non-uniform link ca-

pacity. Using non-uniform link capacity, we still compute

the maximum number of node-disjoint paths by max-flow
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Fig. 9. Comparison of non-crossing barriers for different width size of region by Stint and three different approaches.

Algorithm 3 MaxFlow-Edge-Eraser (N, T).

1: With N and r as inputs, apply the first step of Stint (on

Pages 6, 7, 8) and obtain coverage graph G = (V(G), E(G)).

2: Set Gp ← G.

3: while there is no two edges in Gp crossing with each

other do

4: For each edge e ∈ E(Gp), compute the max flow Fe

from s to t over Gp \ {e}, i.e. the residual graph of Gp with-

out e.

5: Find emax such that emax = arg max
e∈E(Gp)

Fe.

6: Set E(Gp) ← E(Gp) \ {emax}.

7: Run Stint itself by generating a coverage graph Gp us-

ing the updated E(Gp).

8: end while

9: Using Gp, calculate a set O of node disjoint non-crossing

covers.

10: Return O and m′ = |O|.
algorithm, which are considered as barrier-covers as Stint

does. Such barrier-covers by Prahari still suffer from the

barrier-breach problem as we mentioned it in Section 4.3.

Therefore, for barrier-covers by Prahari, we can use our three
approaches in order to remove the crossing edges among

barrier-covers.

6. Simulation results and analysis

In this section, we analyze the performance of Stint and

three approaches which we have presented in Section 5. Be-

fore analyzing the proposed approaches, we would like to

represent the difficulty of finding non-crossing barriers m. To

do so, we can calculate the total number of crossing edges

among sensor nodes after n sensor nodes are deployed in

the field and the network topology with sensing range r is

constructed using unit disk graph property. For example, if

we consider 100 different graphs with in 100 × 100 square

area and each graph has the number of sensors is 50 and

the sensing range r = 20, then our experiment shows about

1370 total number of crossing edges among sensor nodes as

an average value for 100 different graphs. From those many

crossing edges, finding maximum number of non-crossing

barriers (flows), value m, is surely difficult and is critical is-

sue to solve barrier-breach problem, which we have found

from [23]. Our heuristic approaches provide the possible

solutions of the barrier-breach problem to find maximum

value m.

We simulated the three approaches by our various scenar-

ios, which we used up in several squares or rectangle shaped
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Fig. 10. Comparison of non-crossing barriers for different height size of region by Stint and three different approaches.
areas with size of width 100 × 100, 60 × 100, 80 × 100,

100 × 60 and 100 × 80, respectively. Also, n sensor nodes are

randomly deployed in the each area. Each experiment repre-

sents the average result of 100 different graphs. The number

of nodes is ranging from 30 to 80 and the radius of sensors is

ranging from 15 to 25 in our simulations. Note that our sim-

ulations consider Stint as an upper bound. That is, the result

values of all proposed algorithms should be less than values

by Stint because all algorithms will remove crossing barrier-

covers from Stint to construct non-crossing barriers which

solves a barrier-breach problem. And such a removal will

cause the result value by each algorithm to be smaller than

Stint’s one. But, we want to make sure that such a result does

not mean that Stint simply outperforms other algorithms be-

cause Stint does not provide non-crossing barriers and Stint’s

result is used as the only theoretical upper bound for per-

formance comparison among algorithms. Therefore, we con-

clude that the third approach, MaxFlow-Edge-Eraser, outper-

forms the Greedy-Cover-Eraser and Greedy-Edge-Eraser as a

whole when we have checked the performance by various

simulations. Now, we analyze the results of different experi-

ments in more detail.

As the first performance analysis in our contribution,

we compare Stint, Greedy-Cover-Eraser, Greedy-Edge-Eraser

and MaxFlow-Edge-Eraser for value m, respectively. Fig. 7
shows comparison of value m by Stint and our three ap-

proaches with different sensing range r in 100 × 100 square

area. Let us consider that Stint is an upper bound for value

m. First of all, MaxFlow-Edge-Eraser outperforms other ap-

proaches. When the number of sensor nodes increases, the

third approach’s performance is closer to Stint than other

approaches. Interestingly, when the network has the bigger

sensing range r in 100 × 100 square area, MaxFlow-Edge-

Eraser shows better performance than the network with

small sensing r. That is, the m value of MaxFlow-Edge-Eraser

is closer to Stint’s value m, which is an upper bound, when

considered with more range r. As shown in Fig. 7(a)–(c),

Stint and MaxFlow-Edge-Eraser have significant increases

for value m as the radius r increases in a graph. On the

other hand, Greedy-Cover-Eraser and Greedy-Edge-Eraser do

not show any significant increase. On the contrary, Greedy-

Cover-Eraser and Greedy-Edge-Eraser have slight decrease

when they used bigger r in the network.

In our second group of simulations, the performance

of Stint and three approaches are compared for value m.

Fig. 8 represents the performance for value m in 100 × 100

square region by Stint and three algorithms with dif-

ferent number of sensors, when the network has n =
40, 50, 60, respectively. When we verify the results of

Fig. 8, as the transmission range r increases from 15 to 20,
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MaxFlow-Edge-Eraser shows the better performance than

other approaches, too.

At the third scenario, we evaluate the performance of

Stint and three approaches with rectangle region with differ-

ent width size of simulation area. Fig. 9(a) and (b) shows the

results with same radius r = 20 in different width 60 × 100

and 80 × 100, respectively. As a whole, the value m by Stint

and three approaches in 60 × 100 is bigger than it in 80 × 100

because the narrow width allows it to have low crossing

probability of the edges in flows. Under these environments,

MaxFlow-Edge-Eraser still shows better result than other ap-

proaches. Compared with 100 × 100 area, the networks with

smaller width allows MaxFlow-Edge-Eraser to much closer

to Stint’s result than 100 × 100 area. Fig. 9(c) and (d) rep-

resents the results with the same number of sensors n = 50

by different width networks area 60 × 100, 80 × 100. Simi-

lar to Fig. 9(a) and (b), we have checked that the value m in

60 × 100 of Stint and all approaches except Greedy-Cover-

Eraser is bigger than it in 80 × 100 as a whole. Also, we ver-

ified that MaxFlow-Edge-Eraser still outperforms other algo-

rithms in networks with different width sizes.

Lastly, we have simulated Stint and three approaches in

order to verify the results of rectangle squared region with

different height size of region. Fig. 10(a) and (b) describes

the performance with same radius r = 20 by different height

100 × 60, 100 × 80. Interestingly, Greedy-Cover-Eraser has

better performance than Greedy-Edge-Eraser and MaxFlow-

Edge-Eraser when the number of nodes n is only 80. But, for

other cases, MaxFlow-Edge-Eraser still outperforms Greedy-

Cover-Eraser and Greedy-Edge-Eraser. Similarly, Fig. 10(c)

and (d) shows the results with the same number of sensor

nodes n = 50 by different heights.

7. Summary and concluding remarks

In this paper, we defined a new security problem in

the existing sleep-wakeup scheduling algorithms in order to

maximize lifetime barrier-coverage of wireless sensors. By

identifying a set of points, namely potential-breach-points,

an intruder can penetrate into the area without any detection

of sensors by alternating barrier-covers, which there exists

barrier-breach. Such potential-breach-points are found when

one barrier-cover of sensors is replaced by another barrier-

cover crossing with it. We proved there exists a schedule for a

set of barrier-covers that does not allow any barrier-breach if

two barrier-covers do not cross each other. To solve the prob-

lem, we proposed three heuristics that can be applied to both

Stint and Prahari. Through extensive simulations, we evalu-

ate their performances against the theoretical upper bound

and analyzed the results. As a future work, we plan to study a

distributed algorithm for the problem with a low complexity.
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